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Why does inference scaling 
matter?



why inference scaling?

Unlocking hidden capabilities of 
LLMs, improving quality & reliability 

— without retraining 

bridging the gap to larger, more 
powerful models
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why inference scaling? (Part 1)

We all know that closed-source, 
frontier models like GPT-4o and 

Claude 3.5 Sonnet are fantastic at a 
variety of tasks.

Privacy Concerns:  

• hidden away behind an API wall, 
requiring users to send data to external 

entities 

• problem for entities such as healthcare, 
finance, & enterprises with sensitive data



why inference scaling? (Part 1)

We all know that closed-source, 
frontier models like GPT-4o and 

Claude 3.5 Sonnet are fantastic at a 
variety of tasks.

Cost Concerns:  

• they are exceedingly expensive to 
run: both: 

 
energy wise 
monetarily



closed 
source 
models

open 
source 
models

Prices from Feb 2025. 



What is inference scaling?



What is inference scaling?

(from Large Language Monkeys: Scaling Inference Compute with Repeated Sampling, Brown et al., 2024)

Now, studies have shown that 
smaller, much cheaper, open 

models - even those as small as 
1B models - when queried 

several times, will often 
eventually correctly answer 

challenging reasoning questions.



so... if we know that small language models have it in them to answer 
difficult questions,  

we just have to find a way to squeeze it out of them!



Our problem then becomes: 

how can we intelligently navigate the search space  
of these smaller models to find the best answer they 

can provide?  

Therein lies the problem and promise  
of inference-time scaling.



Background in some current 
inference scaling methods



Simple methods - majority voting

In majority voting, I ask the LM 
the question N times and pick 

the most common answer

from HuggingFace, scaling test time compute.



Simple methods - Best of N

In best of N sampling, I ask a language 
model a question N times.  

• gather up all N independent answers 

• ask the reward model to score all of them 

• choose the answer with the highest reward 
score as my final answer.

from HuggingFace, scaling test time compute.

use reward model to 
select best final 

answer



Simple methods - Weighted Best of N

In Weighted Best-of-N sampling, I also 
consider how many times an answer is 

generated. 

• ask a language model a question N times  

• gather up all N independent answers 

• ask the reward model to score all of them 

• multiply how many times each answer 
shows up with the reward score 

from HuggingFace, scaling test time compute.

use reward model to 
select best final 

answer



Simple methods - Weighted Best of N

from HuggingFace, scaling test time compute.



Process Reward Models (PRM)

the process of showing one’s 
work is just as important as the 

final answer!  

so we want something to judge 
a LM’s reasoning trajectory



a process reward model is a LM 
that is specially trained to take in  

(1) a question  

(2) a partial answer  

and return: a score! 

Process Reward Models (PRM)



now that we have a PRM,  

we can use it to “guide” the 
search to the best possible 

answer by scoring our partial 
answers as we generate them 
and adjust according to the 

scores we see!  

it’s like getting live feedback as 
we reason.

Process Reward Models (PRM)

“hm, this got a super 
low score ... maybe I 
should adjust my 

thinking!”



but... let’s remember! the PRM is 
just a model - it’s not an exact 

scoring mechanism!

Process Reward Models (PRM)

“hm, this got a super 
low score ... maybe I 
should adjust my 

thinking!”



this is where previous methods, 
like beam search, falter a bit!  

many current inference scaling 
methods automatically select 
only the top N ranked partial 

responses at every step.  

they rely completely on the PRM 
to determine what is right or not.

Beam Search



this is where previous methods, 
like beam search, falter a bit!  

many current inference scaling 
methods automatically select 
only the top N ranked partial 

responses at every step.  

they rely completely on the PRM 
to determine what is right or not.

Beam Search

from HuggingFace, scaling test time compute.



Many search methods rely 
completely on the PRM to 
determine what is right or 

not.

Beam Search

from HuggingFace, scaling test time compute.



Previous Methods

from HuggingFace, scaling test time compute.

following our PRM blindly to 
determine which partial answers 
we want to continue expanding 

during our reasoning process can 
lead to reward hacking 

where the final output is 
optimized to score well 

according to the reward model 
but fails to be useful and/or 

correct

what about these?



Early Pruning



A Probabilistic 
Inference Approach to 
Inference-Time 
Scaling of LLMs using 
Particle-Based Monte 
Carlo Methods

Isha Puri,  Shivchander Sudalairaj,  GX Xu,  Kai Xu,  Akash Srivastava



Particle Filtering 
for 

Inference Scaling

Isha Puri,  Shivchander Sudalairaj,  GX Xu,  Kai Xu,  Akash Srivastava



Formalism























every particle independently, randomly selects from the previous set of 
particles with the weights specified.









Results



• 4-16x better scaling rate compared 
to deterministic search methods on 
challenging mathematical reasoning 

tasks 

• Qwen2.5-Math-1.5B-Instruct surpasses 
GPT-4o accuracy with only 4 rollouts 

• Qwen2.5-Math-7B-Instruct achieves o1 
level accuracy with only 32 rollouts

Results
Model Method MATH500 AIME 2024

Closed-Source LLMs
GPT-4o - 76.2 13.3
o1-preview - 87.0 40.0
Claude3.5-Sonnet - 78.3 16.0

Open-Source LLMs
Llama-3.1-70B-Instruct - 65.7 16.6
Qwen2.5-Math-72B-Instruct - 82.0 30.0

Open-Source SLMs
Ours - PF 78.0 16.6

Llama-3.2-1B-Instruct Pass@1 26.8 0.0
Ours - PF 59.6 10.0

Llama-3.1-8B-Instruct Pass@1 49.9 6.6
Ours - PF 74.4 16.6

phi-4 Pass@1 79.8 16.6
Ours - PF 83.6 26.6

Mistral-Small-24B-Instruct-2501 Pass@1 69.2 10.0
Ours - PF 83.4 23.3

Qwen2.5-32B-Instruct Pass@1 82.8 16.6
Ours - PF⇤ 89.9 43.3

Open-Source Math SLMs
Qwen2.5-Math-1.5B-Instruct Pass@1 70.0 10.0

Ours - PF 85.4 23.3
Qwen2.5-Math-7B-Instruct Pass@1 79.6 16.6

Ours - PF 87.0 23.3

Table 2: Performance comparison of di↵erent models on MATH500 and AIME
2024. The best open-source methods are highlighted.
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Why does it 
matter?



• We do all of this - scaling small models 
to such large numbers -  

without training anything at all!  

• The method is able to efficiently guide 
a small, open source off-the-shelf 

model to “discover its potential” and 
make massive improvements, just by 

intelligently navigating the search 
space

Results



Unlocking hidden 
capabilities of LLMs, 
improving quality & 
reliability — without 

retraining 
& 

bridging the gap to larger, 
more powerful models

Provides insights that leads to o1-
r1-style-reasoning models:  

- observing that CoT improves 
performance → training on CoT 

examples directly 

- observing that diverse reasoning 
paths help → training models to 
explore diverse paths internally.

State of The Art: 

Even today, many domains will rely 
upon inference time scaling, 

because just querying even the best 
models is not enough. This is often 

the case in settings when high 
accuracy and verifiability matter, 

where you may want to sample and 
rank outputs for max confidence.  

Why Does Inference Time Scaling Matter?



Why Does Inference Time Scaling Matter?

Inference-time scaling is the most 
open, cheapest, and often the only 

way to extract better reasoning, 
reliability, and robustness from 

language models — especially when 
you can’t retrain them. 



thank you! 



thank you! 
please check out our 

website  

probabilistic-inference-
scaling.github.io/  

for more information!





Self consistency comparison


