
 

Intro to Inference Scaling Results

Can we scale small LMs to o1 performance? 
A Probabilistic Inference Approach to LLM Inference-Time Scaling

Isha Puri, MIT CSAIL

- A 7B model surpasses o1 accuracy in 32 rollouts

- A 1.5B model surpasses GPT4o in only 4 rollouts 

- Our method (PF) has a 4-16x better scaling rate 
than other inference scaling methods / 
deterministic counterparts

- All of this is done without any training at all! 
Just by intelligently / probabilistically navigating 
the search space.

- This inference scaling method allows any off the 
shelf model to punch way above its weight class - 
just by sampling it a few times! 
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Closed source 
models, through 
high performing, 
have a variety of 
privacy and cost 
(monetary and 
energy-wise) 
restrictions. 
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